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Training strategy for unbalanced small datasets in deep learning

Abstract
Big datasets have been keys to deep learning and the neural network approach applied to them in the 

past few years. However, one never has the luxury in medicinal chemistry compared to image 

processing field where large accessible data were readily available. The smaller datasets are often 

due to the lack of published experimental results which might be affected by including complex 

experimental design, expensive experimentation, or simply limitations in techniques. Also, the nature 

of medicinal chemistry chasing after more active compounds make almost published data 

unbalanced—that is having few positive data with mostly negative data. It would be invaluable to be 

able to train a model with unbalanced small dataset in medicinal chemistry for drug development in 

particular. In this work, we proposed a training strategy for unbalanced small datasets. The strategy 

includes selecting the sampling ratio, core deep learning methods, fingerprint selection, and 

descriptor merge of fingerprint and automatic feature extraction by deep learning. We chose the Ames 

test for mutagenicity as the example in this study due to its available information for validation study; 

and also the entire dataset could be divided in segments to simulate unbalanced small datasets for 

training and discussion. Overall, the up-sampling method is able to rebalance the data distribution in 

different categories and demonstrates better performance in both convergence speed and balanced 

accuracy.

Introduction

Material & Methods

Dataset Retrieval & Curation

For model training, the data adjustment strategy and design of neural networks were the two major 

focuses other than adjusting the parameters relating to the model itself. It is especially important 

when it comes to the end-to-end model training of neural network while the features selection is no 

longer necessary. As such, the focus is on how to manage the unbalanced small dataset. In this work, 

we demonstrate our data adjustment strategy on the mutagenicity dataset which is a well-recognized 

dataset for various studies. Moreover, we had adopted graph convolutional neural network (GCN) as 

the class of neural networks. The simulated unbalanced dataset was created by randomly sampling 

the original dataset, and part of the samples was used as the test data.

Conclusion

Results

The down-sampling method in theory could rebalance the data distribution. However, as the total 

data information dropped, the final results tended to be compromised.

The up-sampling method in theory could rebalance the data distribution. However, the final model 

performance was not improved and results seemed to indicate unbalance.  

Among the four data adjustment methods, the combination of up-sampling and re-weighting gave 

the best model performance. 
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Methods

Graph Convolutional Neural Network (GCN)1 was used in this study as the prediction method. The 

molecular structure was transformed into graph structure as model input, and the atom was encoded 

as 77 features. 

dataset #2 ~ dataset #5 randomly sample from dataset #1 to 250 positive samples and 2500 negative samples.

Simulating unbalance data was performed by randomly sampling the complete data, and leave 

some as the test data

Mutagenicity database (Kuo-Hsiang Hsu 2016) was used. In this data set, both positive and 

negative data have reached the scale of more than 3,000. This allowed sufficient data to be 

partitioned to simulate the unbalanced data in this study.
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With the above dataset, this study applied the following four methods to adjust the unbalanced 

data and compared with each dataset for the performance.

The followings indicated the results with statistically significance:
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